**machine Learning Based Predictive Mechanism for Internet Bandwidth**

Internet of Things refers to the way that more and more physical devices are collecting and exchanging data over the internet. Internet of Things will have an increasing impact on bandwidth. Many Internet of Things devices operate wirelessly, while others are connected. Most IoT devices use less bandwidth, but many devices going online mean high bandwidth will be needed. As IoT grows, it will be necessary to have a platform which can accommodate this huge change. Due to the development of technology amount of data that is transmitted by devices is increased, which will need for increased bandwidth. For example, when smartphones start transmitting images and streaming video, need for bandwidth increases tremendously. There is no particular solution available for spectrum predictions. In this paper, we propose a machine learning prediction algorithm for internet bandwidth.

**EXISTING SYSTEM:**

Nowadays, the data sizes accumulated from various

fields are exponentially increasing. Due to the rapid growth
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Along with the enormous development of computer systems and the fast spread of internet, data processing and analysis have become a significant concern. Different soft computing techniques of data analysis have been introduced to extract valuable information from data. These techniques applied in different areas and reflected useful promising results. a novel decision tree algorithm combined with linear regression is proposed to solve data classification problem. The proposed method is applied to Turkey Student Evaluation and Zoo datasets that are taken from UCI Machine Learning Repository and compared with other classifier algorithms in order to predict the accuracy and find the best performing classification algorithm. The results show that the proposed method performs better than all other algorithms.

**DISADVANTAGES OF EXISTING SYSTEM:**

1. Zoo datasets is not providing valid results
2. The results are not up to the mark and promising.

* **Algorithm:** , Logistic Regression, Naive Bayes.,K-Nearest Neighbors.,Decision Tree.

**PROPOSED SYSTEM:**

Random forest select random sample from dataset. To get prediction result from every decision tree it will construct decision tree for every sample. Then, voting performed for every predicted outcome. Finally, the most voted prediction result is selected as final prediction outcome. Decision tree is used to predict data of future to produce meaningful continuous result . A decision tree asks series of questions to the data for arriving at final estimate. Each question narrowing our predictable values until the model gets sufficiently sure to make a solitary prediction. Model decides the order of question as well as their content. All questions are in the form of True or false. During decision tree algorithm training, the model is fitted with any historical data which is relevant to problem statement. The model learns any connection between actual data and target variable. To predict values of any new data points KNN algorithm uses feature similarity. It means new point is assigned a value based on how closely it resembles point in the training set. In KNN, Distance between new point and each training point is calculated. After calculating distance, closest k data points are selected. Euclidean Distance and Manhattan Distance are two different methods to calculate distance.

**ADVANTAGES OF PROPOSED SYSTEM:**

* In order to achieve this objective, we use different machine learning algorithms to predict internet bandwidth
* We used three machine learning algorithms to predict bandwidth requirement. From these three algorithms random forest provides highest accuracy in prediction.

**Algorithm:** **Decision tree, Random Forest, knn.**

**SYSTEM REQUIREMENTS:**

**HARDWARE REQUIREMENTS:**

* System : Intel Core i3.
* Hard Disk : 1TB.
* Monitor : 15’’ LED
* Input Devices : Keyboard, Mouse
* Ram : 8GB.

**SOFTWARE REQUIREMENTS:**

* Operating system : Windows 10.
* Coding Language : Python
* Tool : PyCharm, Visual Studio Code
* Database : SQLite
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